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Abstract—In shoot’em up games, the player engages in a solitary assault against a large number of enemies, which calls for a very fast adaptation of the player to a continuous evolution of the enemies attack patterns. This genre of video game is quite appropriate for studying and evaluating dynamic difficulty adaptivity in games that can adapt themselves to the player’s skill level while keeping him/her constantly motivated. In this paper, we evaluate the use of dynamic adaptivity for casual and hardcore players, from the perspectives of the flow theory and the model of core elements of the game experience. Also we present an adaptive model for shoot’em up games based on player modeling and online learning, which is both simple and effective.
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I. INTRODUCTION

Being part of human culture [26, p. 6], games are sought by players for the enjoyment found in overcoming its challenges [32, pp. 38–42]. The flow theory by Csikszentmihalyi [16] shows that there must be a balance between difficulty and player skill for this enjoyment to happen [32, pp. 98, 128].

One kind of game known for being a niche game is the shoot’em up variant. Such games usually present difficult challenges demanding high skills from the player, which can keep some kinds of players off the experience. This genre of video game is quite appropriate for studying and evaluating dynamic difficulty adaptivity in games that can adapt themselves to the player’s skill level while keeping him/her constantly motivated.

In this paper we present an efficient and simple implementation of a dynamic difficulty adaptivity system for balancing game difficulty and evaluate it under the flow theory [16] and the core elements of the game experience [5].

II. PREVIOUS WORK

Adaptivity in games is not a new theme, although it’s certainly trendy [34]. Adaptivity can be identified in many traditional games, such as Go and golf [39], but one of the first documented uses of difficulty adaptivity in video games can only be found in the late 80’s, such as in the shoot’em up game called Zanac [12], [13]. More recent games that implement some kind of difficulty adaptivity are Mario Kart 64 [40], Max Payne [20], the Left 4 Dead series [53], [54], and the GundeadliGne series [2].

Charles et al. [9], [10] proposed a framework for creating dynamic adaptive systems for video games including the use of player modeling for the assessment of the system’s response. Hunnicke et al. [27], [28] proposed and tested an adaptive system for FPS games where the deployment of resources, and items is based on player performance. Ibáñez and Delgado-Mata [29] tested an adaptive Pong for two players with positive results, for both the more and the less skilled players. In Infinite Adaptive Mario [56], a variant of Super Mario games was created where the next stage of difficulty is determined by the player performance in the previous stage.

Other works using machine learning include: Spronck’s dynamic scripting [50], an adaptive technique based on mixing AI scripts that define the non-player character’s strategies; Demasi and Cruz’s work in using fuzzy rules, fuzzy state machines, and genetic algorithms to adapt the enemy AI [17]–[19]; Noon’s neuroevolutionary controls based on player modeling [41]; The use of a MSP classifier and top culling by Machado et al. [35]; Yannakakis et al.’s work on player modelling support for adapting the game [59]–[61]. Also there are proposals that are inspired on models of e-learning and e-commerce [47].

In this paper, we are interested in evaluating the use of dynamic difficulty adaptivity in games from a more systematic view of the game experience [7], [14], [33]. In order to accomplish this task, we developed a shoot’em up game and a simple although effective adaptive model based on player modeling and online learning. We used 35 subjects, fairly distributed amongst casual/hardcore players and male/female ones. Also we used the framework proposed by Charles et al. [10]. As far as we are aware, no other work in the literature has such a systematic and effective approach to analyze difficulty adaptivity in games. We consider that shoot’em up games are the most appropriate genre of game for studying and evaluating dynamic difficulty adaptivity. Moreover this kind of video game is quite appropriate to test effective algorithms. We have no intention to generalize the results to other types of video game.


2Compile was a Japanese video game publisher dissolved in 2003, but the last version of Zanac (Zanac x Zanac) for PS1 can be found in Sony’s online service, Playstation Network, for both PS3 and PSP.
III. DEFINITIONS

For delimiting the focus of this work, some concepts such as game, player, and flow must be well defined and limited to video games.

A. Game

Game has been defined by many authors [15], [26], [45], [46]. Juul [31] defined games as a formal system of rules where the player is emotionally linked to the result of its effort in working with this set of rules (playing the game). In this paper we use this definition of game. Koster brings the concept of fun in games [32, p. 40], when players understand and dominate the challenges of the game, which are presented and identified as patterns. With fun also comes boredom, which is defined as the lack of new patterns (or challenges) or the difficult being too high or too low [32, p. 44].

There is also the concept of anti-Buddhism in games, introduced by Poole [44], where “having more lives” is a good thing in games as there is more learning possibilities; so the fact of “having to reincarnate” many times is not necessarily a bad thing. In fact, Xavier [58, pp. 216–217] cites that players will sacrifice one of those lives by their own will for the knowledge gained in such way.

The above-mentioned concepts about games help us to understand that one of the factors to maintain player motivation in playing the game is the continuous challenge to player’s skills, but not so high as to put the player off the experience and not so low that he/she will be bored. The challenge must be proportional to the player’s skills. This is well supported by the flow theory (section III-B).

The concept of difficulty in games can be derived from the challenge-skill relationship, that is: the higher the skill demanded to solve the challenge, the higher is the difficulty. However, this is a quite subjective concept, because the necessary player’s skills can be hard to quantify. This type of relationship is derived from the concept of flow. In games, it is common to represent difficulty as a scale of power, speed or number of enemies or puzzles, or in information available to complete an objective.

B. Flow

The concept of flow defined by Csikszentmihalyi [16], relates difficulty in a task to the skills of the performer and a state of mind during the execution of such a task in which the performer is so absorbed in the experience that he/she can even lose track of time. Csikszentmihalyi [16] says that flow was developed by humans as a way of recognizing patterns of action, which relates to Koster’s [32] definition of how players achieve fun in games. Cowley et al. [14] have too observed the close relationship between flow and games, correlating flow elements to game-play elements.

Even though, not every person is capable of achieving the flow state. As Schell [48] states, the activity must have clear objectives, there must be no distractions, the activity must give direct feedback to the performer, and the challenge must be continuous [48, p. 119]. The performer must have the skills necessary to the task and proportional to the challenge, and must have an autothelic personality, that is, the performer must be able to seek the flow state. Figure 1, extracted from [14], shows this relationship.

C. Player

Being the player the one who interacts with the game, what does the player look for in a game? Huizinga [26] and Koster [32, pp. 40–44] put that the player seeks fun in games. The different motivations of how the player can achieve fun have generated various forms of player classification, ranging from demographic classifications [42, pp. 56–70] and [32, pp. 4–10 and pp. 48–50] to psycho-types such as Bartle’s player types [4]. An effective classification is to divide players into hardcore and casual ones [42, p. 54].

According to Fortugno [21], casual players and hardcore players differentiate from the set of skills, the tolerance to failure and repetition of tasks, and different levels of auto-motivated exploration [21, pp. 144–146]. These differences in their motivation make it hard for game designers to design a particular experience for a wide range of players. For instance, a game designer can design a game that suits hardcore players for its difficulty but that may be not approachable by casual players. Even dividing the game into layers of difficulty, such as easy, normal, and hard, this discrete approach may still not suit a great variety of players.

IV. DYNAMIC DIFFICULTY ADAPTIVITY

Players should be provided with the right amount of challenges, in such a way that the game does not generate boredom nor anxiety and the difficulties are adaptable to the player’s skills. Some proposals of adaptive systems that provide good playing experiences are presented in section II. In the old Zanac [12] game, this system was called automatic level of difficulty control. This balance between skill and challenge is defined by Novak [42, p. 202] as a state when players perceive the game as consistent, just, and fun.

As players differ from one another, adaptive systems have been used to personalize the gaming experience to each player, adjusting games directed by objectives that can be identified, measured, and influenced [34]. These systems generally use a dynamic factor such as the player’s skills, which evolves as the player progresses through the game.

According to Andrade et al. [1], dynamic adaptivity in games must satisfy three requirements: identify and adapt itself to player’s skill level the quicker as possible; perceive and register the changes in player performance; keep the
game behaviour as discrete and credible, so the player cannot perceive the adaptive system.

Adaptivity can be done in two ways [34]: online or offline. Offline adaptivity occurs when the data is acquired or used to adjust the game parameters before the game-play is active. Online adaptivity occurs in real-time during game-play.

According to Chen [11], the use of automatic dynamic difficulty adjustment alone is not capable of leading players to experience flow. The main problem is that automatic systems take control away from the game designers. Chen’s [11] proposal to this problem is to let the player decide when and how to change difficulty based on game-play choices planned by the designer. Thatgamecompany’s flOw [52] is Chen’s game reference implementation for his proposed active dynamic difficult adaptivity.

A. Adaptivity vs. Adaptability

There is a difference between adaptivity and adaptability. Adaptability is related to the ability of the system to be adjusted and modified by a user, while adaptivity is the ability of the system to modify itself to suit the user [23]. Almost all games offer some kind of adaptability, be it the adjustment of difficulty, number of lives or other options.

It is expected from the game to offer a crescent level of difficulty as the player progresses through the game, but the challenges and difficulty planned by the game designer for that experience and the parameters set in the beginning of the adaptable game may not suit the player [23]. An adaptive game would circumvent this flaw by allowing the player to experience challenges with difficulty proportional to his/her performance.

B. Player modelling

Player modelling is a technique based on educational adaptive systems [25, p. 557]. It is used to infer higher-order attributes from the player using data gathered from game-play or before the game-play, so that the player can be classified using a certain algorithm suited to the domain of the application [14]. It can be also known as opponent or adversarial modelling [3], [55].

This information gathered can be very diverse: directly related to the player, such as its preferences, previous knowledge, age, sex, and in-game tactics, or related to its game character, such as playtime, lives, accuracy, weapon choices, etc. These data can then be used to adapt the game AI to the player [25] after translated to a specific modelling.

There are many works in player modelling, such as fuzzy models by Demasi and Cruz [17], Charles et al.’s player modelling framework [9], [10], Missura and Gärtner’s supervised learning [38] and the use of neural networks [43], [59]–[61]. Also there are proposals for player modelling classification, such as the taxonomic works of Machado et al. [36], [37], and Smith et al. [49].

The complexity of the player model and the information that defines it depends on the quantity of detailed information necessary to transform the model into useful game data, so the modelling is dependent and almost exclusive to the game in which it is used, as Houlette says: choosing the right parameters for player modelling ends up being more art than science [25, p. 565].

C. Charles and Black’s framework

Charles and Black proposed [9] a framework for developing adaptive systems based on player modelling. Their main contribution is formalizing the necessity of a player modelling related to the game’s adaptive performance, allowing the effectiveness of intelligent agents to be measured by the evolution of the player model, correlated to the player’s frustration level.

If there is no perceived advancement of player’s performance or reduction of player’s frustration, the player may have been incorrectly classified or the initial player modelling is not valid and must be changed.

The framework is composed of four main aspects [9]: player modelling, adaptive game environment in response to player’s necessities, monitoring of the effectiveness or compatibility of any adaptation, and remodelling or dynamic classification of the player.

The entry data for the framework is a set of player models and the player preferences (see figure 2), so a initial model about the player can be built and identified as the off-line part of the adaptive system. The system feedbacks itself during game-play through the evaluation of the changes made to the model and the player performance, comprising the online part of the adaptive system.

D. Adaptivity challenges and problems

Lopes and Bidarra [34] show some of the problems faced by adaptivity. One of the problems is that to adapt the game to the player’s motivation it is necessary to determine player’s expectation, quantify it so it can be measured, compared and adjusted, process the signals acquired from player input and performance to make the correct adjustments. Part of these problems can be addressed with player modelling.

Mario Kart 64 [40] is a classic example of rubber-banding [9], [10], [27]. Its adaptivity reduces other racers speed when the player is performing badly and increases it when the player is performing well. A player that detects this adaptivity can abuse it by purposely performing badly and in the last laps performing well, so the system takes time to adapt and increase speed, letting the player advance to better positions.
In Max Payne [20] we find an example of anti-Buddhism [44] break. If the player dies too much at a section, enemies position and quantity can be adjusted. The anti-Buddhism break occurs because each failure gives the player a chance to memorize and adapt its strategy to the challenge, but removing enemies breaks the suspension of belief and what the player knew and should be deterministically consistent. A similar problem can be noticed with Infinite Adaptive Mario [56] as when the player dies too much in a stage, it is substituted for an easier one.

In The Elder Scrolls IV: Oblivion [51] the adaptive system used scales enemies power with the player level, which generates verisimilitude problems within the game world: questions such as "why these road bandits wear better equipment than mine?" and logistics problems such as not having the appropriate equipment to deal with different enemies, as the measure of power used is the level that advances with skill use. A player can be of high level by levelling skills, not necessarily having achieved magical equipment and spells that would deal with higher level enemies.

Other challenge that Lopes and Bidarra [34] identified was to support adaptivity mechanisms in a way that they can be reused independently from the game genre and domain.

V. METHODOLOGY

We developed an implementation of Charles and Black’s framework [9] for player modelling and dynamic adaptivity as a library, applying it in a shoot’em up game developed for this research. We used C++ and Lua [30] for programming and scripting and ClanLib³ as the game engine. All assets used are under GPL or Creative Commons licenses.

In the game, the player controls a starship that must destroy alien invaders and survive through several waves of enemies. Each enemy has an attack pattern that the player must learn in order to fight back. Each time the player is hit, he/she loses one of the five lives that starts with. If the player lives reach zero, game will be over. If the player can survive all the eight waves of enemies, he succeeds in defeating the invaders. Figure 3 represents a typical situation in the game.

Two versions were developed: an adaptive version, using the implementation of Charles and Black’s framework [9], and a non-adaptive version. Both versions allow the player to choose the initial difficulty, used as entry data for the adaptive algorithm. For the adaptive game, the difficulty varies accordingly to player performance. For the non-adaptive game, the initial difficulty is the same used for each wave of enemies.

A. Adaptive algorithm

The modelling of the difficulty level of the game and its adjustment takes in account that each enemy can be represented by a set V of behaviour variables:

\[ V = \{ \text{speed}, \text{shotDelay}, \text{halfRange} \} \]  

These variables are set to their initial reference values established by the programmer (equations 2a, 2b and 2c). For instance, we used \( \text{speed}_0 = 300 \), \( \text{shotDelay}_0 = 900 \) and \( \text{halfRange}_0 = 200 \).

\[ \text{speed} = \text{speed}_0 \]  

\[ \text{shotDelay} = \text{shotDelay}_0 \]  

\[ \text{halfRange} = \text{halfRange}_0 \]

These variables are the base for higher-level behaviour of the NPCs, such as agility and accuracy. Speed is directly related to movement calculations of the enemy ship. Shot delay affects the enemy rate of fire, so that a lower level represents a high rate of fire. We define half range as the area of threat that determines the accuracy of the enemy, so the lower its value, the higher the accuracy of the enemy and consequently more experienced must be the player to face this enemy.

A way to adjust the game to a particular level of difficulty is using a multiplication factor for the behaviour variables. In our game, we considered the following types of players based on a set of difficulties:

\[ \text{Types} = \{ \text{easy}, \text{medium}, \text{hard} \} \]

and we defined a difficulty multiplier \( m(\text{type}) \), which is neutral (i.e., equal to 1.0) for the medium type. In our game, we considered the following multipliers:

\[ m(\text{easy}) = 0.85 \]  

\[ m(\text{medium}) = 1.0 \]  

\[ m(\text{hard}) = 1.2 \]

Based on these concepts, the model adjustment of the enemies is done applying the type multiplier on the enemies behaviour variables, generating a new set of values, as described in algorithm V.1.

**Algorithm V.1** function adjust(type) return values of V

\[
\begin{align*}
\text{speed} & \leftarrow \text{speed}_0 \times m(\text{type}) \\
\text{shotDelay} & \leftarrow \frac{\text{shotDelay}_0}{m(\text{type})} \\
\text{halfRange} & \leftarrow \frac{m(\text{type})}{\text{halfRange}_0} \\
\text{newV} & \leftarrow \{ \text{speed}, \text{shotDelay}, \text{halfRange} \} \\
\text{return} & \text{newV}
\end{align*}
\]
Player remodelling is based on a definition of a C set of n characteristics of player performance we called traits (see equation 5). At the end of each wave, the trait values are computed and the new player model is evaluated against the previous model.

\[ c_i \in C, c_i \in [-1, 1], i = 1, n \] (5)

Each player model is delimited by minimums and maximums for each trait c: \( e_{i,\min}^{type} \) and \( e_{i,\max}^{type} \). For example, \( e_{2,\min}^{medium} = 0.3 \) and \( e_{2,\max}^{medium} = 0.6 \), as illustrated in table I. Therefore, the minimum and maximum values that define each player model are defined as:

\[ MIN^{type} = \sum_{i=1}^{n} c_i^{type} \] (6a)
\[ MAX^{type} = \sum_{i=1}^{n} c_i^{max} \] (6b)

<table>
<thead>
<tr>
<th>TABLE I. PLAYER MODELS IMPLEMENTED</th>
<th>Easy</th>
<th>Medium</th>
<th>Hard</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>0.9</td>
<td>0.3</td>
<td>0.6</td>
</tr>
<tr>
<td>Lives variation</td>
<td>0.6</td>
<td>1.0</td>
<td>0.3</td>
</tr>
<tr>
<td>Enemies per wave</td>
<td>0.0</td>
<td>0.3</td>
<td>0.6</td>
</tr>
<tr>
<td>Enemies total</td>
<td>0.0</td>
<td>0.3</td>
<td>0.6</td>
</tr>
<tr>
<td>Total</td>
<td>0.6</td>
<td>1.0</td>
<td>2.4</td>
</tr>
</tbody>
</table>

The adaptive algorithm we developed is based on the framework [9] and the adaptivity method proposed by Houlette [25]. It is described in algorithm V.2. The alpha factor used determines how much the system learns from the current observation [25, p. 560] and was inspired in Widrow and Hoff’s delta rule for online learning of neural networks [57, pp. 123−134].

**Algorithm V.2 Adaptive algorithm**

\[ \alpha \leftarrow \text{learningRate} \]
\[ type_0 \leftarrow \text{initial type informed by the player} \]
\[ c_i \leftarrow \left( \frac{e_{i,\min}^{type} + e_{i,\max}^{type}}{2} \right) \] \( \text{i.e., the average of the standard performance type}_0 \text{ for each trait } c_i. \)
\[ V \leftarrow \text{initial state of behavior variables} \]

for all waves do

\[ c_i^{obs} \text{ is the perceived trait value i} \]
\[ c_i \leftarrow c_i + \alpha \times (c_i^{obs} + c_i) \] \( \text{i.e., updates each trait by LMS.} \)

\[ \text{performance} \leftarrow \sum_{i=1}^{n} c_i \]

if performance \( \in [MIN^{type}, MAX^{type}] \) then

newModel \( \leftarrow \text{type}_0 \)

else if currentModel \( \neq \text{newModel} \) then

Remodel player:

\[ V \leftarrow \text{adjust}(\text{currentModel}) \]

else

Maintains current model

end if

Store wave’s statistics

end for

**B. Adaptive system**

The proposed adaptive system consists of an intelligent agent, the AIManager, that perceives the game environment through the performance data of the player and modifies the environment altering the NPCs behaviour variables, aiming for a difficulty level that suits the player’s performance, i.e. a difficulty level that provides challenge to the player without being too easy (identified by a high player performance, such as high accuracy, low lives variation, or number of enemies defeated) nor too hard (identified by a low player performance, such as high number of deaths - lives variation - and low accuracy, or low number of enemies defeated in a wave).

We chose not to alter the player’s characteristics (such as speed and rate of fire) because these changes are easier to spot, as the player is in constant control of its character. Slightly changing the enemies characteristics is a way that can be a little harder to perceive the changes.

Figure 4 shows our implemented system. Each enemy implements an AIAgent interface, through which the AIManager manages changes to their characteristics, at the end of each wave that a change in the player model was observed, via the updateAgents method that calls an updateStats method implemented by the client code (the game). The updateStats method adjusts the enemy’s characteristics to suit the current player model. Algorithm V.3 shows how the player model is updated using a comparison method implemented by the client code, exemplified in algorithm V.4.

**Algorithm V.3 function AIManager.update()**

result \( \leftarrow 0 \)

for playerModelIterator \( \leftarrow \text{playerModels.begin()} \) to playerModels.end() do

result \( \leftarrow \text{currentObservedModel.(playerModelIterator)} \)

if result \( < 0 \) then

continue

else if result \( = 0 \) then

currentReferenceModel \( \leftarrow \text{playerModelIterator} \)

else

result \( \leftarrow \text{currentReferenceModel.compare.(playerModelIterator)} \)

if result \( < 0 \) then

currentReferenceModel \( \leftarrow \text{playerModelIterator} \)

end if

end if

end for

currentObservedModel.setName(currentReferenceModel.getName())

updateAgents()

As in table I, there are noticeable intersection pairs: Easy-Medium and Medium-Hard. As the player models are sorted in the comparison vector, this intersection allows a lower ascension in difficulty levels and a faster descent with the intent of reducing player’s frustration with a high difficulty.
Algorithm V.4 function PlayerModel.compare( comparable )

\[\begin{align*}
  total & \leftarrow 0 \\
  totalMin & \leftarrow 0 \\
  totalMax & \leftarrow 0 \\
  \text{for } i & \leftarrow 0 \text{ to } \text{numOfTraits} \text{ do} \\
  & \quad total \leftarrow total + \text{getTraitValue}(i) \\
  & \quad totalMin \leftarrow totalMin + \text{comparable.getTraitMinimum}(i) \\
  & \quad totalMax \leftarrow totalMax + \text{comparable.getTraitMaximum}(i) \\
  \text{end for} \\
  \text{if } total < totalMin \text{ then} \\
  & \quad \text{return } -1 \\
  \text{else if } total > totalMax \text{ then} \\
  & \quad \text{return } 1 \\
  \text{else} \\
  & \quad \text{return } 0 \\
  \text{end if}
\]

C. Evaluation of the player experience

For evaluating the player experience, we selected 35 persons to test the game. These players were told they would play two versions of a same game, but they were not told of any difference between each version. This was done so the players could then tell if they felt any or no difference between each version. The playtesting followed Fullerton’s recommendations [22, pp. 252–269].

We conducted the experiment in three steps. Firstly, the players answered a demographics questionnaire to assess information about player’s age, previous experience with games (game genres known, weekly hours of play and if he/she considered itself hardcore or casual player). Secondly, the players played a version of the game and answered a post-game experience questionnaire and then played another version of the game and answered the same post-game experience questionnaire relative to that version. Player’s performance was logged for each game played. For each player the starting version was changed to minimize learning bias. Lastly, an interview was conducted to assess subjective and qualitative data about the game experience, according to Hoonhout [24, pp. 72–73].

Post-game experience questionnaires have been used in previous works [6], [7], [29], [35]. In our work, we decided to use the CEGE framework by C´avillo-G´amez et al. [7], [8]. We used a 7-point Likert scale that assesses the core elements of gaming experience to detect which version gave the player the best experience in terms of these elements.

The CEGE framework [7] states that the interaction between player and video games is analogous to puppetry manipulation [8]: initially there is the approximation between player and game and this interaction involves to a point that the game being played is the result of the player’s actions. This relation between puppetry and video game can be hierarchically structured as: (1) the core elements of the gaming experience; (2) constructor elements that allow the perception of the core elements; (3) observable elements of the process that are consequences of the constructor elements. Figure 5 shows this hierarchy. The questionnaire was created using observable variables (that can be directly measured). Figure 6 shows the relationship between the core elements and the questionnaire variables.

To evaluate the game experience, we used two sets of factors (latent variables) from the CEGE framework divided into scales 1 and 2, and a total of 38 questions. Table II shows to which variables each question is related.

Set 1 contains Enjoyment, Frustration, CEGE, Puppetry.
and Video-game defined as follows: enjoyment refers to the fun in playing; frustrations refers to the frustration in playing; CEGE refers to both puppetry and video-game; puppetry refers to the sensation of control and dominance over the game; video-game refers to playability and environment, defined by graphical and sound elements. In this set, puppetry and video-game are correlated to enjoyment, and if CEGE is present then frustration must be low and not correlated [8, p. 65], but there is no guarantee that enjoyment is positive.

Set 2 contains Control, Facilitators, Ownership, Environment and Game-play defined as follows: control refers to the sensation of control over the game, that is, the player is making the game answer to its actions; facilitators are subjective elements such as previous experiences with similar games; ownership refers to the sensation that the game is an extension of the player; environment is related to the game graphics and sound elements; game-play refers to the games rules and story. This main variables of this set that correlate to fun or enjoyment are environment and game-play.

### Table II. Relationship between Questionnaire questions and Game Experience factors, adapted from [8, p. 65].

<table>
<thead>
<tr>
<th>Items</th>
<th>Factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>1, 4, 5</td>
<td>Enjoyment</td>
</tr>
<tr>
<td>2, 3</td>
<td>Frustration</td>
</tr>
<tr>
<td>6–38</td>
<td>Core Elements of Game Experience</td>
</tr>
<tr>
<td>6–25, 38</td>
<td>Puppetry</td>
</tr>
<tr>
<td>26–37</td>
<td>Video-game</td>
</tr>
<tr>
<td>6–12, 25, 28</td>
<td>Control</td>
</tr>
<tr>
<td>13–18</td>
<td>Facilitators</td>
</tr>
<tr>
<td>19–25</td>
<td>Ownership</td>
</tr>
<tr>
<td>26–31</td>
<td>Environment</td>
</tr>
<tr>
<td>32–37</td>
<td>Game-play</td>
</tr>
</tbody>
</table>

### VI. Results

Table III summarizes the testers by sex and their classification as hardcore or casual. One of the participants decided to classify itself as non-player. We considered this case as a casual player for the rest of the analysis.

The results of the questionnaires are summarized in table IV for the hardcore players and table V for casual players. As each question was graded in a 7-point Likert scale, we summed the contribution of each question to each set of latent variables.
considered according to table II. Each table presents the results of the sum and mean of the questions considered. Version 1 refers to the adaptive version of the game, and version 2 refers to the non-adaptive version of the questions.

In table IV it is clear that the adaptive version of the game had a lower score in Frustration than the non-adaptive version, although there was no significant difference in Enjoyment. This can be explained by the hardcore players intrinsic characteristics such as the autotelic personality as seen in sections III-B and III-C.

For the casual players, table V shows that the adaptive version (version 1) was more frustrating than the non-adaptive version. We believe this result comes from the fact that the shoot’em up genre is not well familiar for casual players, requiring a specific set of skills such as reflexes and bullet and enemy movement prediction. As Fortugno [21] says, the enjoyment factors such as the autothelic personality as seen in sections III-B and III-C can be explained by the hardcore players intrinsic characteristics.

Table VI shows for each player what was his/her classification in table II. Each table presents the results of the sum and mean of the questions considered. Version 1 refers to the adaptive version of the game, and version 2 refers to the non-adaptive version of the questions.

The results supported the common-sense idea that hardcore players have a better assimilation of the gaming experience with the adaptive version. This is coherent with the flow theory, as it is expected that hardcore players are more inclined to achieve the flow state as stated in section III-B.
Casual players presented a tendency to prefer the non-adaptive version. One of the possible explanations for this is that shoot ‘em up games are known to be a niche game for hardcore players and casual players are believed to lack the drive to pursue challenges as defined in section III-C. As Schell [48] says about players and difficulty:

“However, it is the rare player who is persistent enough to win the game, mastering all levels. Most players eventually reach a level where they spend so much time in the frustration zone that they give up on the game.” [48, p. 121].

We consider casual players important for both academia and industry as they are a relatively recently introduced group to gaming (which demands study and represent a potential group for business) and they have great representativity in downloadable games [21, p. 144]. Although it was not possible to demonstrate that in this paper, we believe adaptivity techniques could be used to keep both casual and hardcore players playing a game for longer time by reducing their chance to get into the frustration zone.

As the main contributions of this paper we have: the implementation and case-study of Charles and Black dynamic difficulty adaptivity framework [9], [10]; an efficient implementation of an adaptive shoot ‘em up game with online learning; the evaluation of dynamic difficulty adaptivity with casual and hardcore players in a shoot ‘em up game, showing that hardcore players’ experience can benefit from the use of dynamic difficulty adaptivity.
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